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1. abstract

The purpose of this contribution is to clarify the role of a mandatory Layer 2 within the "IP Transport in UTRAN" Work Item. The aim is emphasise that requiring one specific Layer 2 to be implemented does not prevent the use of IP with any suitable Layer 2. It is seen important to agree on this issue in order not to loose one of the key advantages of the IP transport option in UTRAN. This key advantages being the Layer 2 independence of IP.

In the second part of the contribution the Layer 2 to be required is discussed in more detail.

2. discussion

In the following the scope of the effort of mandating a Layer 2 is explained in order to help keeping the focus of the decision making in RAN WG3. Moreover, the PPP option, that is currently the most likely candidate for the mandatory Layer 2 is discussed in more detail.

2.1 The Scope of The Mandatory Layer 2 Discussion

One of the advantages of IP transport in general is its indepence to its underlying Layer 2. That is, IP can be used and is currently used on top of several different Layer 2s. This advantage has been given as one of the rationales for IP transport in UTRAN [TR25.933, chapter 4.2]. Along the same lines there is a high level requirement in [1, chapter 5.8 "Layer2 / Layer 1 Independence"] stating that the IP transport in UTRAN shall be specified so that it "shall adapt to a wide range of networks (LAN to WAN) and no preference shall be expressed on routed vs. point to point networks." 

Moreover, so far RAN WG3 has agreed the following [TR25.933, chapter 7.5]: "The use of one exclusive L2 protocol shall not be standardised for IP transport. One or a limited set of L2 protocols shall be specified and required. The use of any L2 protocol fulfilling the UTRAN requirement towards layer one and two, shall not be precluded by the standard."

From these two excerpts it can be concluded that RAN WG3 has already agreed that in general the Layer 2 of the IP transport option is not to be specified, but only the requirements for the Layer 2 are to be documented. Documenting the requirements is seen to help the operators and vendors in selecting an appropriate Layer 2.

However, as it has been documented in the Study Area section of TR25.933, the case, where the two UTRAN nodes are connected by a point-to-point interface without any intermediate node terminating the Layer 2, needs to be paid special attention to. This is due to the following reasons: The point-to-point link layer connection between two UTRAN nodes is a realistic and even a likely scenario within the access layer of the transport network. This scenario is representing e.g., the case where there are E1/T1/JT1 lines directly connecting a Node B and an RNC. As the Layer 2 is not terminated between the two UTRAN nodes, the protocol there needs needs to be exactly the same in both UTRAN node interfaces. Otherwise interoperability problems would be imminent.


Figure 1.  The case for mandatory Layer 2.

To avoid any interoperability problems in the case described above, one needs to specify at least one Layer 2 that is to be required in all Rel5 IP option compliant UTRAN nodes. It is emphasised that this layer 2 is then required only in the above case. The existence of this requirement for the point-to-point link layer connection does not conflict with the earlier mentioned key rationale of the IP transport option. If this argument could not be agreed on then – for the sake of progress - the requirement should be left out, with the potential interoperability problem as a  consequence.

2.2 Layer 2 in IP transport

Point to point interface between the two UTRAN nodes is a special concern of RAN WG3. It has been agreed that for the sake of credibility of the TNL specifications there should be at least one Layer 2 mandated in the specifications to cover this point to point case. It then ensures the multivendor operability of Rel5 UTRAN nodes implementing the IP transport option in the case where there is no Layer 2 terminating node(s) (e.g., IP router / IP network) in between the two UTRAN nodes. 

For UTRAN the most probable point to point case would involve low bandwidth link like n*E1/T1/JT1 (where n(1). In this environment the bandwidth efficiency (i.e., the payload/overhead ratio) and the achievable delay performance (i.e., QoS) are relevant issues to be paid attention to.

Under the circumstances described above RAN WG3 has so far agreed that each UTRAN node shall support the PPP protocol [RFC1661]. PPP is currently the de facto Layer 2 for IP on any point to point link. So the decision is considered reasonable. In addition, RAN WG3 has agreed on the necessity for IP Header Compression (HC) and Multilink PPP (MP) as well as Multiclass extension (MC) of PPP on any low bandwidth link. The decision on Header Compression is easily justified by the excessive overhead (in the order of 100%) caused by UDP/IP headers in case of small payload sizes and no HC. The MP is needed for segmentation/reassembly and for bundling the E1/T1/JT1 links. The need for MC comes from the fact that in UTRAN the traffic is not homogenous but there are different kind of traffic using the interfaces. There are delay critical users generating small packets and there are other users generating larger packets with possibly looser delay requirements. In order to make these different users to share the same transmission interface with reasonable bandwidth efficiency, MC-like feature is considered a necessity. 

2.2.1 PPP multiplexing in UTRAN

For some time it has been discussed in RAN WG3 whether the PPP multiplexing (PPPmux) extension should be included in the to-be-mandated Layer2 or not. So far there is no standard for PPPmux extension available but only an Internet Draft <draft-ietf-pppext-pppmux-02.txt>. However, it is expected that the work on PPPmux in IETF may result in an RFC sooner or later.

The PPPmux aims at increasing the bandwidth efficiency in PPP links by allowing more than one PPP encapsulated packets to share a single PPP frame. As in case of all multiplexing techniques there is a trade-off between the delay and the multiplexing efficiency. That is, in order to ensure multiplexing gain, the allowed multiplexing delay needs to be increased. Similarly the effect of multiplexing delay can be reduced by controlling the multiplex assembly time with the cost of reduced overall multiplexing gain (ref. timer_CU in AAL2). 

PPPmux is to be a negoatiable extension (via NCP) to standard PPP
. This way its absence in either end of the link does not endanger the interoperability of the two PPP peers.

At RAN3#21 there was a contribution R3-011456 (Motorola) that provided some valuable pieces of information of the benefits of PPPmux compared to the standard PPP. The simulation results shown in R3-011456 indicated that the additional benefit of PPPmux can be about 10% compared to standard PPP. However, it was also shown that there is then a delay penalty for PPPmux. Moreover, it was shown that this 10% gain applies only to the case where all users are homogenuous, generating small packets like AMR speech frames. The more realistic scenarious where there are both voice and data users sharing the PPP link indicated that the gain achieved by PPPmux is reduced and approaches negligible as the percentage of data users grow [figure 2 in R3-011456]. 

In R3-011456 it was also mentioned that there is a "need for multiplexing below the IP layer" in UTRAN IP transport. It is worth of emphasising that there is no specific need nor requirement for multiplexing as such, but it was introduced in TR25.933 only as a potential means to achieve reasonable bandwidth efficiency [requirement 5.7 in TR25.933]. As it was pointed out in R3-011456, the gain provided by PPPmux is only in the range from 0 to 10%. This in turn only shows that the multiplexing shall not be considered any "automatic" means of achieving any significant gains in the bandwidth efficiency. This is due to the fact that multiplexing always introduces a protocol overhead of its own, in order to delimit the multiplexed units and it also introduces the already mentioned delay-bandwidth trade-off. 

2.3 Discussion summary

Requiring a protocol or a protocol stack in the specification implies that it shall be offered by all vendors in their products if they claim to be compliant to the given standard. 

Considering the nature of "IP community" in general and the baseline of the IP transport in UTRAN Work Item (ref. rationales of the WI in TR25.933), the actual need and reasonability of mandating any particular protocol stack(s) should be carefully  evaluated.

As it was explained above, the PPPmux is clearly an optimisation to the standard PPP. This statement is justified by the figures in R3-011456 that indicate it to provide some additional bandwidth efficiency in the range from 0 to less than 10% compared to the standard PPP. Moreover, it was also clarified that the absence of PPPmux is not an issue for interoperability as it is in any case a negotiable extension of standard PPP. 

However, it is by no means reasonable to say that the potential of PPPmux would not be significant enough for a certain UMTS operator or for a certain network scenario, in order to justify its use. Still, there are many other aspects in IP transport that are also very much justified in certain scenarious and that are not to be mandated by the 3GPP specifications. For example there are various technologies available for LAN and WAN environments that are applicable for IP transport and that have or have not been mentioned in the Study Area of TR25.933. As said already earlier, this versatility and adaptivity is one of the great advantages of IP. 

The role of a mandatory Layer 2 in the IP transport in UTRAN WI can also be seen from the following viewpoint:. Based on chapters 4 and 5 of TR25.933 the Rel5 IP transport option is not to be regarded as a UDP/IP/MandatoryLayer2 –alternative to AAL2/ATM. Instead the IP transport option is to be considered an IP alternative to AAL2/ATM "to enable the usage of IP technology for the transport of signalling and user data over Iu, Iur and Iub in the UTRAN." [TR25.933, Task Description] This is to say that the mandatory Layer 2 shall not be considered the only Layer 2 of the IP transport in UTRAN.

3. conclusions

Based on the argumentation given in this contribution it is proposed to change the text in section 7.5, Layer 1 and Layer 2 Independence, of the TR25.933 as follows:

The use of one exclusive L2 protocol shall not be standardised for IP transport. The use of any L2 protocol fulfilling the UTRAN requirements towards Layer 1 and Layer 2 shall not be precluded by the standard. The PPP protocol [11] shall be supported by each UTRAN NE in the case where there is a point to point link layer connection between the two UTRAN nodes. 

UTRAN NEs having interfaces connected via slow bandwidth links like E1/T1/J1 shall also support Header Compression and ML/MC-PPP.


For the sake of understandability the new text proposal is given below without the revision marks shown above:

The use of one exclusive L2 protocol shall not be standardised for IP transport. The use of any L2 protocol fulfilling the UTRAN requirements towards Layer 1 and Layer 2 shall not be precluded by the standard. The PPP protocol [11] shall be supported by each UTRAN NE in the case where there is a point to point link layer connection between the two UTRAN nodes. 

UTRAN NEs having interfaces connected via slow bandwidth links like E1/T1/J1 shall also support Header Compression and ML/MC-PPP.
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� "Standard PPP" refers to Multilink PPP/HDLC





